COMISSAO DE COMUNICACAO

PROJETO DE LEI N° 2.688, DE 2025

Institui o Marco Regulatério do
Desenvolvimento e Uso da Inteligéncia
Artificial no Brasil, estabelece direitos,
deveres, principios, mecanismos de
governanca, normas de transparéncia e
responsabilidade civil e penal, e da outras
providéncias.

Autor: Deputado JOAO DANIEL
Relator: Deputado JADYEL ALENCAR

| - RELATORIO

Vem ao exame desta Comisséo o Projeto de Lei n° 2.688, de
2025, do Deputado Jodo Daniel, que pretende instituir um marco regulatério
geral e abrangente para o desenvolvimento e uso de sistemas de inteligéncia
artificial (IA) no Brasil, com o objetivo de garantir a preservacao da dignidade
humana, de direitos fundamentais, da seguranca, da ética, da transparéncia e

da soberania tecnoldgica nacional.

O texto é composto de 39 (trinta e nove) artigos divididos em
15 (quinze) titulos, assim distribuidos de modo a facilitar a leitura e

compreensao de suas determinagdes.

O Titulo | traz disposicdes gerais, que incluem o escopo de

aplicacao da lei e defini¢cdes pertinentes.

O Titulo Il lista os principios que devem orientar o
desenvolvimento e uso da IA no pais, como o respeito a dignidade humana, a
protecdo de direitos fundamentais, a nao discriminacdo, a soberania e 0

interesse publico.
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O Titulo 1l contém disposicGes atinentes aos direitos de
pessoas afetadas por sistemas de IA, a saber: identificacdo explicita de
conteudos gerados por IA gquando em forma realista; explicacdo adequada
sobre decisdes ou recomendacOes de sistemas de IA que a afetem
significativamente; revisdo humana de decisbes automatizadas de alto risco
gue produzam efeitos juridicos ou impactem substancialmente seus interesses;

e assim por diante.

O Titulo IV dispbe sobre transparéncia, explicabilidade e
auditabilidade de sistemas de IA, prevendo: que todo conteudo gerado por IA
com aparéncia realista devera conter, de forma clara, destacada e permanente,
indicacdo de sua natureza artificial; que as plataformas digitais que hospedem
ou disseminem contetdo gerado por IA deverdo manter mecanismo acessivel e
visivel de dendncia de contetdos que violem direitos; a obrigatoriedade de
utilizacdo de meios técnicos eficazes para garantir a rastreabilidade e a
identificacdo da natureza artificial dos contetdos sintéticos gerados por IA; que
sistemas de |A classificados como de alto risco deverdo ser submetidos a
avaliacOes de impacto algoritmico e auditorias periédicas.

O Titulo V dispde sobre identificacdo e rastreabilidade de

conteudos gerados por IA e disponiveis em plataformas digitais.

O Titulo VI trata de aspectos da protecdo de dados pessoais

empregados no desenvolvimento e no uso de sistemas de IA.

O Titulo VII, que trata dos crimes em matéria de inteligéncia
artificial, tipifica as condutas de: produzir, divulgar ou compartilhar contetdo
sintético realista gerado por IA sem sinalizacdo explicita de sua natureza
artificial; assumir, mediante IA, identidade de outra pessoa natural ou juridica;
utilizar 1A para gerar, divulgar ou armazenar conteido com pornografia infantil,
apologia ao crime, incitacdo a violéncia ou discurso de &dio; utilizar IA para
manipular elei¢cdes, opinido publica ou processos judiciais; e desenvolver ou
disponibilizar  intencionalmente algoritmos  opacos, com funcao
deliberadamente manipulativa de vulnerabilidades humanas e sem

documentacéo técnica adequada, causando dano relevante.
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No Titulo VIII sdo impostas as plataformas digitais e aos
provedores de sistemas de IA obrigacdes tais como: implementar mecanismos
eficazes para detectar e remover ou rotular conteddos gerados por IA;
preservar provas, logs e rastros digitais relevantes para a apuracao de
infracdes; e elaborar e publicar relatério anual de transparéncia sobre o uso de

IA, moderacédo de conteudo e avaliacdo de impacto algoritmico.

O Titulo IX trata da governanca dos sistemas de IA, atribuindo
a Autoridade Nacional de Protecdo de Dados (atualmente denotada Agéncia
Nacional de Protecdo de Dados — ANPD, nos termos da MP n° 1.317, de 2025)
competéncias para regulamentar, fiscalizar e aplicar sancbes administrativas

em matéria de inteligéncia artificial.

As sanc¢des administrativas propriamente sdo tema do Titulo X,
gue prevé penalidades de adverténcia, multa simples, multa diaria, publicacao
de infracdo, suspensao temporaria do desenvolvimento, fornecimento ou uso
de sistema de IA e ainda proibicdo parcial ou total do exercicio de atividades

relacionas a sistemas de IA.

bY

O Titulo Xl institui mecanismos de fomento a inovacao,
pesquisa e desenvolvimento de sistemas de IA, como apoio financeiro, criacdo
e fortalecimento de centros de pesquisa, concessdo de incentivos fiscais,
formacgéo e capacitacdo de recursos humanos, e apoio a statups e a pequenas

e média empresas.

O Titulo XII trata do uso e desenvolvimento de sistemas de IA
pela administracao publica. Com relacdo ao uso, fica estabelecido que devera
observar os principios da Lei e buscar a eficiéncia, a melhoria dos servigos
publicos, a transparéncia e a garantia dos direitos dos cidaddos. Ja para o
desenvolvimento, o texto determina que este devera ser precedido de
avaliacdo de impacto sobre direitos fundamentais e andlise de riscos,

especialmente para sistemas classificados como de alto risco.

No Titulo XllI sdo definidos deveres especificos para a

protecao de grupos vulneraveis no desenvolvimento de sistemas de IA.

O Titulo XIV disp&e sobre a participacado social e a cooperacao

internacional no desenvolvimento da inteligéncia artificial no Brasil, ao tempo
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em que cria o Conselho Nacional de Inteligéncia Artificial (CNIA), 6rgdo
consultivo e de participacdo social a quem competird debater e emitir
recomendacdes sobre a implementacdo da Lei, a Estratégia Brasileira de
Inteligéncia Atrtificial, os impactos éticos e sociais da IA e outras matérias

relevantes.

Por fim, o Titulo XV, das disposicdes finais e transitérias, define
prazos para a regulamentacdo da Lei pela ANPD, para as plataformas e
provedores de IA se adaptarem as suas disposi¢des e para a entrada em vigor

da norma.

O projeto foi distribuido para apreciacdo de mérito pelas
Comissbes de Comunicacdo e de Ciéncia, Tecnologia e Inovacdo. Foi
distribuido ainda & Comissdo de Financas e Tributacdo para andlise de mérito
e de adequacdo financeira e orcamentaria, bem como a Comissdo de
Constituicdo e Justica e de Cidadania para apreciacdo de mérito, de

juridicidade e de constitucionalidade.

A proposicéo estd sujeita a aprecia¢do do Plenario e tramita no
regime ordinario, consoante art. 151, Ill, do Regimento Interno da Camara dos

Deputados.

E o Relatorio.

Il - VOTO DO RELATOR

A Inteligéncia Artificial (IA) despontou como uma das
tecnologias mais transformadoras do século XXI, com um potencial disruptivo
gue abrange praticamente todos os setores da atividade humana. O surgimento
guase que diario de novas e mais poderosas aplicacdes baseadas em IA
evidencia que o processo de adocdo desses sistemas € nao so irrefreavel
como irreversivel, cabendo a nds, enquanto sociedade adaptarmo-nos a nova
realidade ou sujeitarmo-nos ao risco de ser deixados para trds na marcha do

progresso.
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A par do seu imenso potencial, a rapida adocao da IA também
suscita desafios éticos, de seguranca e socioecondmicos significativos. Estes
desafios incluem o risco de vieses algoritmicos, que perpetuam ou amplificam
desigualdades sociais, as preocupacdes com a privacidade e segurancga de
dados, os impactos no mercado de trabalho e a necessidade de garantir a
responsabilizacdo por decisdes tomadas por sistemas autbnomos. Ademais, a
urgéncia da regulamentacdo da IA ndo deriva apenas da necessidade de
mitigar riscos, mas também de fomentar a confianca publica, um elemento
crucial para permitir a ado¢éo generalizada e a plena realizagdo dos beneficios

dessas novas tecnologias.

Por outro lado, o dinamismo dessa evolucdo tecnolbgica
dificulta sobremaneira a ado¢cdo de uma abordagem clara e direta para sua
tutela legal. Ndo por menos, a analise das regulamenta¢cbes de inteligéncia
artificial vigentes em outros paises revela um mosaico de estratégias, as quais
refletem diferentes prioridades nacionais, tradicdes juridicas e estagios de
desenvolvimento tecnolégico. Entre 0s modelos comumente adotados,
destacam-se aqueles de regulacdo baseada em risco, cujo exemplo mais notério
€ 0 europeu, e 0 de regulacdo baseada em principios, abracado pelo Reino

Unido e, mais recentemente, pelo Japao.

Na regulacdo baseada em riscos, as obrigacdes para as
plataformas sédo calibradas de acordo com o grau de ameaca que um sistema
de IA pode representar para a seguranca, para os direitos fundamentais ou
para outros interesses publicos. Seguindo essa légica, 0s sistemas séo
classificados em diferentes categorias de risco, sendo impostas obrigacdes
progressivamente mais rigorosas para cada categoria.

Muitos paises optaram por iniciar suas jornadas regulatérias
pela adocdo de planos nacionais de IA nao vinculativos, que identificam
principios voluntarios e diretrizes éticas. Esse modelo de regulacdo baseada
em principios permite que os paises alavanquem estruturas de fiscalizagédo
existentes, especialmente em areas com forte conexdo com a IA, como
privacidade e propriedade intelectual, e serve como uma medida temporaria

enquanto se observa tanto a evolugdo das tecnologias quanto os resultados
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propiciados pelas abordagens regulatdrias mais taxativas adotadas em outros

paises.

No caso brasileiro, a disciplina da internet (contida no Marco
Civil da Internet) e da protecdo de dados pessoais (consubstanciada na Lei
Geral de Protecdo de Dados Pessoais) seguem modelos de regulagéo similares
aos adotados na Unido Europeia para essas matérias, isto é, baseados em risco.
Assim, parece natural que o modelo brasileiro de regulacdo para os sistemas de

IA adote a mesma sistematica.

O Projeto de Lei n°® 2.688, de 2025, de autoria do Deputado
Jodo Daniel, propde a instituicio de um marco regulatério geral para o
desenvolvimento e uso de sistemas de inteligéncia artificial no Brasil,
estruturado sob a logica de regulacdo baseada em risco. O texto original
contempla um conjunto abrangente de obrigacbes as plataformas de IA,
incluindo identificacdo e rastreamento de conteudos artificiais, revisdo humana
de decisdes automatizadas, deveres de transparéncia e auditabilidade, além de

exigéncias de protecao de dados pessoais.

Ndo obstante a relevancia e a qualidade da proposta, é
necessario reconhecer que o debate acerca de um regime juridico geral de
inteligéncia artificial encontra-se atualmente concentrado nesta Casa
Legislativa, no ambito da Comisséo Especial destinada a apreciar o tema, com
base no PL n° 2.338/2023, j4 aprovado pelo Senado Federal.

A referida Comissdo vem desenvolvendo seus trabalhos desde
maio de 2025, tendo promovido amplo dialogo institucional e social, com mais
de 160 convidados ouvidos e 31 reunibes publicas realizadas, inclusive em
diferentes unidades da Federacdo. Trata-se, portanto, do foro técnico-politico
mais adequado para a consolidacdo de um marco regulatério geral, capaz de
equilibrar os multiplos interesses envolvidos: plataformas digitais,
desenvolvedores, setor produtivo, titulares de direitos autorais, Poder Publico e
cidadaos. Dessa forma, entende-se que a regulacdo estrutural e abrangente da
inteligéncia artificial deve permanecer no ambito da Comissdo Especial,

evitando sobreposi¢cao normativa e fragmentacéo do regime juridico.
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Todavia, ha determinados usos da inteligéncia artificial cuja
gravidade e urgéncia reclamam resposta legislativa imediata e especifica.
Destaca-se, nesse contexto, a utilizacao dessas tecnologias para a producao e
disseminagdo de imagens e videos de natureza sexual ou erotizada
envolvendo criangas, adolescentes ou pessoas adultas reais, sem seu

consentimento.

O episbdio recentemente divulgado envolvendo a ferramenta
de geracdo de imagens da rede social X (antigo Twitter), denominada Grok,
ilustra a dimenséo concreta do problema. Pesquisa conduzida pelo Center for
Countering Digital Hate (CCDH) apontou que, nos primeiros 11 dias apos o
lancamento da funcionalidade, foram gerados mais de trés milhdes de
conteudos sexualizados, sendo aproximadamente 23 mil envolvendo criancas.
As estimativas indicaram a criacdo de ao menos uma imagem impropria
envolvendo menores a cada 41 segundos durante o periodo analisado.* Mais
grave ainda foi a constatacdo de que parcela significativa dessas imagens
permaneceu disponivel na plataforma mesmo apo6s analise individualizada,

revelando fragilidade nos mecanismos de controle e remogao.

Esses dados evidenciam a materializacao de riscos previsiveis
decorrentes da disponibilizacdo de sistemas de IA generativa sem
salvaguardas adequadas. No caso de criancas e adolescentes, a pratica
afronta diretamente o art. 227 da Constituicdo Federal, que consagra a doutrina
da protecdo integral, bem como dispositivos do Estatuto da Crianca e do
Adolescente que tipificam a producdo e divulgacdo de contetudo pornografico

envolvendo menores, inclusive em modalidade simulada.

No tocante a mulheres e demais pessoas adultas retratadas
sem consentimento, a pratica constitui forma contemporanea de violéncia de
género, violando a dignidade da pessoa humana (art. 1°, Ill, CF), os direitos a
honra, a imagem e a vida privada (art. 5°, X, CF), além de comprometer a
autodeterminacao informativa assegurada pela Lei Geral de Protecdo de Dados
Pessoais (Lei n° 13.709/2018).

! Veja https://www.cnnbrasil.com.br/tecnologia/3-milhoes-de-imagens-sexualizadas-foram-geradas-com-

grok-diz-investigacao/, acessado em 4/2/2026.
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Diante desse cenario, 0 substitutivo ora apresentado opta por
um arcabouco regulatério minimo e especifico, sem interferir na construcédo do

regime geral de IA em curso na Comissao Especial.

Inicialmente, classifica como de alto risco todos os sistemas de
inteligéncia artificial capazes de gerar imagens ou videos de cunho sexual de
pessoas de qualquer idade. A classificacdo decorre do elevado potencial lesivo
intrinseco a essa funcionalidade e impde a tais sistemas a observancia das
disposicdes aplicaveis a categoria de alto risco na futura legislagéo geral. Com

iISS0, assegura-se coeréncia normativa e integragao sistémica.

No art. 3° estabelece-se vedacdo absoluta a geracdo de
conteudos de cunho sexual envolvendo criancas, adolescentes ou pessoas que
aparentem ter menos de 18 anos, ainda que nao identificaveis. A inclusdo da
hiptese de *“aparéncia” visa impedir fraudes e simulacdes destinadas a

contornar a norma, garantindo maxima efetividade a protecao da infancia.

O art. 4° condiciona a geracdo de conteudos envolvendo
pessoas adultas identificaveis a autorizacdo especifica, livre, informada e
destacada para esse fim. Exige-se consentimento qualificado, compativel com
os parametros da LGPD, reconhecendo que o uso de dados pessoais para
criacdo de material sexualizado possui alto potencial de dano. O dispositivo
também imp&e obrigacdes de identificagdo explicita e rastreabilidade técnica,
viabilizando mecanismos automatizados de detecc¢éo e responsabilizacao.

Nos arts. 5° e 6° estabelece-se um conjunto minimo de
obrigacBes as aplicacbes de internet. Parte-se da premissa de que a tutela
efetiva exige atuacao tanto na etapa de geracao quanto na de circulagcado do
contetdo. A imposicdo de mecanismos técnicos preventivos, prazos objetivos
de remocdo e canais acessiveis de denuncia busca evitar a perpetuacéo e

amplificacdo dos danos.

O art. 7° prevé a suspensdo de contas de usuarios
reincidentes, medida necessaria para coibir condutas reiteradas voltadas a

monetizacdo ou engajamento por meio de material ilicito ou abusivo.

O art. 8° assegura garantias procedimentais aos USUArios,

inspiradas na Lei n° 15.211/2025 (ECA Digital), garantindo transparéncia,
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fundamentacdo das decisdes e direito de recurso. Busca-se, assim, conciliar
protecdo as vitimas com observancia do devido processo e da seguranca
juridica.

O art. 9° torna obrigatoria a elaboracdo de Relatorio de Impacto
a Protecdo de Dados Pessoais para sistemas e plataformas que operem com
tais conteudos, fortalecendo a logica preventiva e a governanca baseada em

accountability.

Por fim, o art. 10 estabelece regime sancionatorio proporcional
e graduavel, apto a conferir efetividade & norma, enquanto o art. 11 prevé

prazo de 90 dias para adaptacao dos agentes regulados.

Ressalte-se que a iniciativa possui escopo deliberadamente
delimitado. N&o se pretende regular amplamente a geracdo de conteudos
sintéticos ou o uso geral de inteligéncia artificial. O foco recai exclusivamente
sobre pratica especifica, grave e comprovadamente danosa, que compromete
direitos fundamentais e atinge de modo particularmente severo mulheres,

criancas e adolescentes.

A delimitacdo tematica assegura proporcionalidade regulatéria,
evita sobreposicdo com o debate estrutural em curso e concentra a intervencao
estatal em hipoteses de alto risco e elevado potencial de dano, preservando

usos legitimos, artisticos, cientificos ou informativos da tecnologia.

Diante do exposto, nosso voto é pela APROVACAO do Projeto

de Lei n° 2.688, de 2025, na forma do substitutivo anexo.

Sala da Comisséao, em de de 2026.

Deputado JADYEL ALENCAR
Relator

2026-374
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10

COMISSAO DE COMUNICACAO

SUBSTITUTIVO AO PROJETO DE LEI N° 2.688, DE 2025

Dispbe sobre a geracédo de conteudos
sintéticos de cunho sexual por sistemas de
inteligéncia artificial e sobre a sua
disponibilizagcdo em aplicacdes de internet.

O Congresso Nacional decreta:

CAPITULO |

DISPOSICOES GERAIS

Art. 1° Esta Lei disp8e sobre a geracgao, publicacdo, divulgagéao
e compartilhamento de conteldos sintéticos de cunho sexual por sistemas de
inteligéncia artificial (IA), visando a protecdo da dignidade humana, da
privacidade, da imagem e, especialmente, dos direitos de criancas,

adolescentes e mulheres.

Art. 2° Para os fins desta Lei considera-se contelido sintético

de cunho sexual aquele que:

| - contenha nudez, simulacdo de nudez, atividade sexual real

ou simulada;

Il - retrate pessoas reais ou sintetizadas em contextos

erotizados, ainda que sem nudez explicita; e

[l - reproduza ou manipule a imagem de pessoa real para

simular situagéo de conotacao sexual.

CAPITULO Il

DA CLASSIFICACAO E DAS RESTRICOES AOS SISTEMAS DE
INTELIGENCIA ARTIFICIAL
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Art. 3° Sao classificados como de alto risco os sistemas de

inteligéncia artificial capazes de gerar contetdos definidos no art. 2°.
§ 1° A classificagéo de alto risco aplica-se ainda que:

| - o sistema n&o seja anunciado, comercializado ou projetado

especificamente para esse fim; e
Il - o sistema opere gratuitamente ou em carater experimental.

§ 2° Os sistemas classificados nos termos deste artigo estao

sujeitos as obrigacdes previstas na legislacao geral de inteligéncia artificial.
Art. 4° E vedado aos sistemas de inteligéncia artificial:

| - gerar quaisquer contetudos de cunho sexual envolvendo
criancas, adolescentes ou pessoas com aparéncia inferior a 18 (dezoito) anos,

ainda que nao identificaveis;

Il — permitir a publicagdo de conteldo sintético de cunho sexual
sem consentimento especifico, livre, informado e destacado da pessoa

identificavel retratada, com idade igual ou superior a 18 anos.

81° O conteudo gerado nos termos do inciso Il devera conter

identificag&o explicita de sua natureza sintética.

§2° O sistema de IA devera incorporar mecanismos técnicos de

rastreabilidade e marcacao digital automatica dos contetudos gerados.

CAPITULO IlI

DAS RESPONSABILIDADES DAS APLICACOES DE INTERNET

Art. 5° As aplicacOes de internet que permitirem a publicacao

de conteudo gerado por IA deveréo:

| — impedir, por meio de mecanismos técnicos eficazes, a

publicacdo de conteddos em desacordo com os arts. 3° e 4° desta Lei;
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Il — remover, no prazo de até 24 (vinte e quatro) horas,
conteudos denunciados por autoridades competentes, por ordem judicial ou por

gualquer pessoa retratada; e

[l — suspender as contas de usuarios responsaveis por

publicacdes reiteradamente removidas por infracdo a esta Lei.
Art. 6° As plataformas deveréao:
| — manter canal acessivel, publico e funcional para denuncias;

Il — implementar meios técnicos que permitam, por ordem
judicial ou requisicdo de autoridade competente, a identificacdo do responsavel
pela publicacéo infratora, ressalvadas as hipoteses legais de sigilo de fonte e

profissional.

Art. 7° Nos procedimentos de remocdo de contedado e

suspensao de contas devera ser assegurado ao usuario afetado:
| — notificac&o prévia da medida;

Il — fundamentacdo da decisdo, indicando se baseada em

andlise humana ou automatizada;
lll — possibilidade de recurso em prazo razoavel; e
IV — facil acesso aos mecanismos de contestacao.

CAPITULO IV

DA PREVENCAO, EDUCACAO E REPARACAO

Art. 8° O Poder Pudblico promovera, em cooperagdo com a

sociedade civil, programas de:

| — educacdo digital voltada a protecdo de criancas e

adolescentes contra abusos tecnoldgicos;

Il — capacitacdo de educadores e familias para identificacdo de
riscos de exploragéao sexual por meios digitais;

[l — campanhas de conscientizacdo sobre consentimento

digital e os impactos da manipulacédo de imagens;
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IV — prevencéo a revitimizacdo e apoio psicossocial as vitimas.

Art. 9° O Estado garantira as vitimas de conteudos sintéticos

abusivos:
| — acesso gratuito a assisténcia juridica, psicolégica e social;

Il — atendimento prioritario por 6rgaos de protecdo e seguranca;

[Il — direito a reparacdo dos danos morais e materiais, inclusive

por responsabilidade solidaria das plataformas.

CAPITULO V

DA GOVERNANCA E DA FISCALIZACAO

Art. 10. As aplicacbes de internet e sistemas de IA que
permitirem a geragdo ou veiculagdo de conteudo de cunho sexual dever&o
elaborar, nos termos da Lei n° 13.709, de 14 de agosto de 2018 (LGPD),

relatorio de impacto a protecdo de dados pessoais, observando:
| — a finalidade do tratamento;

Il — os riscos de exposicado a violéncia, abuso ou exploracao

sexual; e

[l — as medidas técnicas de mitigacdo adotadas.

Art. 11. O 6rgao regulador nacional da inteligéncia artificial
podera:

| — auditar, a qualquer tempo, os sistemas classificados como
de alto risco;

Il — requisitar relatorios de impacto, logs de atividade e dados

técnicos para verificacdo de conformidade; e

[l — celebrar acordos de cooperacdo internacional para

contencao da circulacédo de contetudo abusivo em servidores no exterior.
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CAPITULO VI

DAS SANCOES

Art. 12. O descumprimento das disposi¢cdes desta Lei sujeita 0s
infratores as seguintes sanc¢des administrativas, aplicadas isolada ou

cumulativamente, conforme a gravidade da infragéo:
| — adverténcia com prazo para correcao;

Il — multa de até 2% do faturamento do grupo econdémico no

Brasil, limitada a 50.000 (cinquenta mil) salarios-minimos;
[l — multa diéria;

IV — suspensdo temporaria de funcionamento do sistema

infrator;
V — proibi¢éo parcial ou total do uso de IA para fins especificos;
VI — obrigacéo de reparacao publica e publicacéo da infracéo.

Paragrafo Unico. As sancfOes observardo a natureza da
infracdo, os danos causados, a reincidéncia, a boa-fé do infrator e sua

capacidade econfmica.

Art. 13. Esta Lei entra em vigor apés 90 (noventa) dias de sua

publicacao.
Sala da Comissao, em de de 2026.
Deputado JADYEL ALENCAR
Relator
2026-374
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