CAMARA DOS

DEPUTADOS

COMISSAO DE DIREITOS HUMANOS, MINORIAS E IGUALDADE RACIAL

REQUERIMENTO N° ___, 2023
(das Sras. Erika Hilton e Carol Dartora, e do Sr. Pastor Henrique Vieira)

Requer a  realizagito do  Seminario
“Tecnologias de Reconhecimento Facial:
usos e riscos para os direitos humanos” da
Camara dos Deputados.

Senhora Presidente,

Requeremos, com base no artigo 24, XIII combinado com 32, VIII do Regimento
Interno da Camara dos Deputados, a realizacio do Seminario ““Tecnologias de
Reconhecimento Facial: usos e riscos para os direitos humanos” da Camara dos
Deputados.

Para a realizagdo do referido seminario, destacamos os convites aos seguintes
colaboradores:

I.  Representante - AqualtuneLab;
II.  Representante - Coding Rights;
ITII.  Representante - Data Lab;
IV.  Representante - Laboratério de Politicas Publicas e Internet (LAPIN);
V. Representante - CPDH;
VI.  Representante - Instituto de Pesquisa em Direito e Tecnologia de Recife (IP. rec);
VII.  Representante - APP Sindicato dos Trabalhadores em educacdo publica do Parana;
VIII.  Tarcizio Silva - Senior Tech Policy Fellow (Mozilla), professor, mestre em
Comunicagao (UFBA) e doutorando em Ciéncias Humanas e Sociais (UFABC);
IX.  Representante - Movimento Craco Resiste;
X.  Representante - Rede Latino-americana de Estudos sobre Vigilancia, Tecnologia e
Sociedade (LAVITS);
XI.  Representante - Observatorio das Metropoles - Nucleo Curitiba;
XII.  Representante - Campanha Tire Meu Rosto da Sua Mira;
XIII.  Representante - Instituto Brasileiro de Defesa do Consumidor (Idec);
XIV.  Representante - Centro de Estudos de Seguranca e Cidadania (CESeC);
XV.  Representante - Laboratério de Tecnopoliticas Urbanas da PUC-PR (Jararacal.ab)

Assinado eletronicamente pelo(a) Dep. Erika Hilton e outros
Para verificar as assinaturas, acesse https://infoleg-autenticidade-assinatura.camara.leg.br/CD230832479400
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JUSTIFICATIVA

O Brasil iniciou o uso de tecnologias de reconhecimento facial na area de
seguranga publica sem o devido debate publico dos desafios que essa tecnologia de
vigilancia apresenta para a garantia dos direitos humanos no pafs. Essa onda de vigilancia
agora ¢ instrumentalizada também pelo setor educacional, aonde centenas de unidades de
ensino pelo pafs utilizam do reconhecimento como mecanismo de controle e gestao
escolar. Nesse ambito, o debate em torno do uso e riscos dessas tecnologias como
politica publica recaem numa discussio ampla sobre os direitos fundamentais,
principalmente de grupos vulnerabilizados na sociedade brasileira, haja vista que essas
tecnologias de vigilancia - ainda nido regulamentadas pela legislacio naciona - esta
infringindo direitos fundamentais, como o direito a privacidade, o direito a liberdade de
expressao e a livre circulagdo, além de beneficiar a discriminagao racial, o encarceramento

em massa e a transfobia.

Apdés um ano de experiéncias em cinco estados do Brasil, as tecnologias de
reconhecimento facial, no contexto de seguranca publica, agravaram o encarceramento
em massa, principalmente de jovens e negros das periferias brasileiras. Além de se provar
ineficiente para a seguranca publica, as tecnologias de reconhecimento facial tém
condenado inocentes a prisao, pois se organizam a partir de critérios raciais e de género
discriminatérios, aumentando a inseguranga juridica para a populagdo negra. O caso do
jovem Danilo Félix, que teve sua foto registrada ilegalmente no banco de imagens da
policia e desde 2020 sofre as consequéncias, como ter que provar a inocéncia pela terceira
vez ap6s ser acusado por erro do reconhecimento facial'. F o caso da uma mulher detida
por engano, no Rio de Janeiro, depois de ter sido confundida pelo sistema de
reconhecimento facial da Policia Militar. Os policiais, segundo o gl, acreditavam estar
prendendo uma foragida da Justica, acusada pelos crimes de homicidio e ocultagao de
cadaver?.

A Rede de Observatorios da Seguranca monitorou os casos de prisdes e
abordagem com o uso de reconhecimento facial desde a implementagao. Dos casos em
que havia informagoes, 90,5% das pessoas presas porque foram flagradas pelas cameras

eram negras. Temos que a Bahia liderou o nimero de abordagens e prisdes com a nova

' Ver mais:

2 \er

mais:<https://g1.globo.com/rj/rio-de-janeiro/noticia/2019/07/11/sistema-de-reconhecimento-facial-da-p
m-do-rj-falha-e-mulher-e-detida-por-engano.ghtmi> Acesso em 15/08/2023.

Assinado eletronicamente pelo(a) Dep. Erika Hilton e outros
Para verificar as assinaturas, acesse https://infoleg-autenticidade-assinatura.camara.leg.br/CD230832479400
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técnica, com 51,7% das prisoes, seguida do Rio, com 37,1%, Santa Catarina, com 7,3%,
Paraiba, com 3,3% e o Ceara, com 0,7%.’

Além do problema urgente das prisoes ilegais, e os desafios que essa questao
impoe para o acesso a justica e para a regulacao responsavel pelo enfrentamento do
algoritmo discriminatério, temos uma falha de debate politico que seja transparente sobre
os impactos dessas tecnologias no dia-a-dia, a médio e longo prazo, tendo em vista que a
ideia completamente erronea, mas pré-estabelecida diante da populagdo e do judiciario, de
que essas tecnologias sio neutras, sem vieses discriminatorios e de que reunem em si uma

capacidade melhorada de identificar suspeitos do que os agentes de seguranga publica.

Esse modelo tecnolégico aprofunda desigualdades, aposta no encarceramento
para resolvermos os problemas de seguranca publica, deixa inocentes vulneraveis a falta
de regulamentacio e exposicio social indevida. F nesse cendrio que discutir o racismo
algoritmico, os erros e as viola¢Oes de direitos praticadas com o uso de reconhecimento
tacial como politica publica torna-se importante dentro do parlamento.

Portanto, o objetivo principal deste seminario é demonstrar e reunir a agenda
politica de enfrentamento as tecnologias de reconhecimento facial, de diferentes
territorios, movimentos sociais e expertises, com o intuito de ampliar a fiscaliza¢do e
regulagdo desses mecanismos de vigilancia que atentam contra os direitos humanos da
populacio brasileira.

Nesse sentido, contamos com as nobres pares para a aprovagdo deste

requerimento.

Sala das Comissoes, em de agosto de 2023

Deputada ERIKA HILTON - PSOL/SP
Deputada CAROL DARTORA - PT/PR
Deputado PASTOR HENRIQUE VIEIRA - PSOL/R]

3 Ver mais: <https://aqualtunelab.com.br/na-midia/blog/infograficos> Acesso em 14/08/2023.

Assinado eletronicamente pelo(a) Dep. Erika Hilton e outros
Para verificar as assinaturas, acesse https://infoleg-autenticidade-assinatura.camara.leg.br/CD230832479400
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Infoleg - Autenticador

Requerimento para realizagao ou participagao em
Seminario, Visita Técnica ou outro Evento
(Da Sra. Erika Hilton)

Requer a realizagcdo do
Seminario “Tecnologias de
Reconhecimento Facial: usos e riscos para
os direitos humanos” da Camara dos
Deputados.

Assinaram eletronicamente o documento CD230832479400, nesta ordem:

1 Dep. Erika Hilton (PSOL/SP) - Fdr PSOL-REDE

2 Dep. Carol Dartora (PT/PR) - Fdr PT-PCdoB-PV

3 Dep. Pastor Henrique Vieira (PSOL/RJ) - Fdr PSOL-REDE
4 Dep. Taliria Petrone (PSOL/RJ) - Fdr PSOL-REDE

Assinado eletronicamente pelo(a) Dep. Erika Hilton e outros

Para verificar as assinaturas, acesse https://infoleg-autenticidade-assinatura.camara.leg.br/CD230832479400
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