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I - RELATÓRIO 

O Projeto de Lei nº 21, de 2020, de autoria do ilustre Deputado Federal 

Eduardo Bismarck, pretende delinear os princípios, direitos, deveres e os 

instrumentos de governança para o uso da inteligência artificial – IA no Brasil, 

bem como determinar as diretrizes para a atuação da União, dos Estados, do 

Distrito Federal e dos Municípios, de pessoas físicas e jurídicas, de direito público 

ou privado, e de entes sem personalidade jurídica no que se refere ao assunto. 

Nesse sentido, o projeto é duplamente meritório. 

A proposta em apreço define sistemas de inteligência artificial e delineia 

direitos dos usuários de tais sistemas, como a ciência da instituição que é 

responsável pelo sistema, o direito de acesso a informações claras e adequadas 

a respeito dos critérios e dos procedimentos utilizados pelo sistema, entre outros. 

Além disso, há o estabelecimento de alguns fundamentos para o uso da 

inteligência artificial no Brasil, tais como o desenvolvimento tecnológico e a 

inovação, a livre iniciativa, a livre concorrência e o respeito aos direitos humanos 

e aos valores democráticos. Também foram preceituados objetivos que visam, por 

exemplo, à promoção da pesquisa e do desenvolvimento de uma inteligência 

artificial ética e livre de preconceitos e da competitividade e do aumento da 

produtividade brasileiros. *C
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Na sequência, a proposta legislativa em exame aduziu princípios a serem 

observados para o uso responsável de inteligência artificial no Brasil. Dentre eles 

podemos mencionar os da finalidade, da centralidade do ser humano e o da não 

discriminação.  

Foram, outrossim, estabelecidas diretrizes para a atuação da União, dos 

Estados, do Distrito Federal e dos Municípios em relação ao uso da inteligência 

artificial, dentre elas a promoção e incentivo a investimentos públicos e privados 

em pesquisa e desenvolvimento de inteligência artificial, a promoção de um 

ambiente favorável para a implantação dos sistemas de inteligência artificial e a 

promoção da interoperabilidade tecnológica dos sistemas de inteligência artificial.   

Apensados ao PL nº 21/2020 de autoria do Dep. Eduardo Bismark estão: 

(1) o PL nº 240/2020 de autoria do Dep. Léo Moraes (PODE-RO) que “cria a Lei 

da Inteligência Artificial, e dá outras providências”; (2) o PL nº 4120/2020 de 

autoria do Dep. Bosco Costa (PL-SE) que “disciplina o uso de algoritmos pelas 

plataformas digitais na internet, assegurando transparência no uso das 

ferramentas computacionais que possam induzir a tomada de decisão ou atuar 

sobre as preferências dos usuários”; e por fim (3) o PL nº 1.969/2021 de autoria 

do Dep. Gustavo Fruet (PDT-PR) que “dispõe sobre os princípios, direitos e 

obrigações na utilização de sistemas de inteligência artificial”. 

Em comum, todos os projetos reconhecem a necessidade de se criar um 

ambiente seguro para os usuários que exigem transparência, ética e respeito aos 

direitos fundamentais; mas também para o poder público, desenvolvedores e 

setor produtivo poder inovar em um terreno mais sólido, com a devida segurança 

jurídica.  

A matéria foi despachada às Comissões de Ciência e Tecnologia, 

Comunicação e Informática, de Trabalho, de Administração e Serviço Público 

para análise de mérito, conforme artigo 32 do Regimento Interno da Câmara dos 

Deputados. Ademais, a Comissão de Constituição e Justiça e de Cidadania deve 

se pronunciar quanto ao mérito e à constitucionalidade e juridicidade da matéria, 

conforme o artigo 54, do RICD. 

Foi aprovado requerimento de urgência, estando a matéria pronta para 

apreciação em Plenário. 

 É o relatório. 
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II - VOTO DA RELATORA 

Considero meritório e oportuno o projeto ora examinado, tendo em vista 

que uma regulamentação cuidadosa e equilibrada da inteligência artificial pode 

promover um ambiente melhor para todos.  

Assumimos três premissas fundamentais. A primeira delas diz quanto ao 

contexto dinâmico. A tecnologia está em seu estágio inicial de desenvolvimento, 

por isso não podemos abordar a questão através de um conjunto de regras 

estático e que se adeque a todas as instâncias. Devemos mitigar riscos sem 

engessar a inovação e sem limitar o potencial da IA. Em outras palavras, 

iniciativas de políticas públicas inteligentes vão minimizar os aspectos negativos e 

amplificar os positivos.  

Nossa segunda premissa é a da prudência. Embora a inteligência artificial 

possa apresentar novos desafios do ponto de vista regulatório, não há a 

necessidade de se reinventar a roda. Padrões internacionais podem servir como 

bases sólidas para pensarmos o tema. Adicionalmente, precisamos observar os 

marcos regulatórios já disponíveis para fins de abordagens setoriais. Quem 

melhor que a ANVISA para avaliar o uso de IA em medicamentos? Que o Banco 

Central para tratar de questões do mercado bancário? Ou que a ANAC para tratar 

de questões relacionadas à aviação? Esses órgãos já possuem especialistas e 

normas que disciplinam seus respectivos setores. O que precisamos, afinal, são 

de diretrizes que indiquem quando e como estes reguladores setoriais podem e 

devem intervir no que diz respeito a IA. Precisamos de diretrizes que impulsionem 

a adoção da tecnologia, priorizem a autorregulação e estimulem as boas práticas. 

Nossa terceira e mais importante premissa nos obriga a buscar o melhor da 

inteligência artificial para a humanidade. Precisamos que a tecnologia esteja 

centrada no ser humano e se adeque aos direitos fundamentais. Que ela combata 

fins discriminatórios, ilícitos ou abusivos; promova o aumento da competitividade 

e da produtividade brasileira; estimule a melhoria na prestação de serviços 

públicos. Mas, sobretudo, que esteja atenta à capacitação da mão de obra para 

essa nova sociedade que irá nascer. 

Adiante, apresentamos um substitutivo que busca conciliar os excelentes 
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textos dos Srs. Deputados Eduardo Bismark, Léo Moraes, Bosco Costa e Gustavo 

Fruet. Assumimos, antes de tudo, que a IA é uma tecnologia dinâmica, diversa e 

em constante evolução. Por isso, buscamos construir uma lei principiológica, que 

fomente o uso da tecnologia e tenha em mente que no centro desse debate estão 

as pessoas. 

Assim, de um lado, o projeto reconhece o caráter estratégico da IA para o 

futuro da sociedade brasileira e busca fomentar seu desenvolvimento no território 

nacional bem como sua adoção pelo poder público, estabelecendo, entretanto, as 

salvaguardas necessárias para o uso ético, responsável e transparente desse 

conjunto de tecnologias. De outro lado, coloca o Brasil na vanguarda do assunto, 

com um potencial líder mundial nesse debate, lado a lado com os poucos países 

que já possuem alguma regulação clara sobre o tema.  

O texto original é diretamente inspirado nos conceitos e diretrizes 

propostos na Recomendação sobre Inteligência Artificial da Organização dos 

Estados para o Desenvolvimento Econômico (OCDE). O documento da OCDE é 

uma das principais referências internacionais sobre o assunto e já foi formalmente 

subscrito pelo Brasil, apesar do país não integrar ainda a OCDE. No entanto, por 

se tratar de um documento de uma organização internacional e apresentar 

natureza principiológica, seu texto é propositadamente mais aberto e vago. 

Nesse sentido, o Substitutivo que ora se apresenta pretende manter os 

objetivos e os méritos do texto original, atribuindo-lhe, contudo, um caráter 

normativo mais concreto e enxuto. A tentativa é manter a intenção original, 

aperfeiçoando o texto em nome de maior clareza e segurança jurídica na 

aplicação da futura lei. 

Para tanto, a principal inspiração das modificações ora sugeridas vem da 

proposta em tramitação no Parlamento Europeu e no Conselho da Europa para 

uma nova legislação europeia a respeito de IA. Propõe-se aqui reeditar a parceria 

bem-sucedida observada no campo da proteção de dados pessoais, onde o 

Regulamento Geral de Proteção de Dados europeu (GDPR) serviu de inspiração 

para a elaboração da nossa Lei Geral de Proteção De Dados (LGPD).  

Dito isso, dentre as modificações aqui sugeridas, duas merecem destaque, 

não apenas por aproveitar os avanços oriundos do debate europeu, mas também 

por sua importância para o texto.  *C
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A primeira delas é a nova definição legal para "sistema de Inteligência 

Artificial". O texto original, influenciado pelo documento da OCDE, trazia uma 

conceituação muito aberta e abrangente, que poderia abarcar inclusive sistemas 

computacionais menos sofisticados e que não possuem as características típicas 

das tecnologias de IA. Propõe-se, dessa forma, uma definição um pouco mais 

detalhada e restrita que inclui, ainda, como no caso da proposta europeia, um rol 

exemplificativo de algumas das técnicas computacionais que seriam 

compreendidas como IA para fins da lei. Espera-se que, com isso, seja reduzida a 

ambiguidade na aplicação da futura lei. 

A segunda é uma preocupação – expressa no Art. 6º do Substitutivo

 – em orientar a futura atividade regulatória nesse campo, de modo a 

não inibir o desenvolvimento tecnológico, mas resguardando os cidadãos 

brasileiros de eventuais riscos. Como no surgimento de qualquer nova tecnologia, 

a insegurança e o desconhecimento sobre seu funcionamento e seus impactos 

podem levar a excessos regulatórios que acabam desestimulando sua adoção e 

impedindo a inovação. Como ocorre na minuta europeia, a proposta aqui é 

assegurar que qualquer regulação acerca de sistemas de IA considere os riscos 

efetivos e o contexto de sua operação, dentre outros aspectos fundamentais.  

Diferentemente da proposta Europeia, porém, não se propõem limitações 

ex ante a tipos de inteligência artificial (proibições absolutas), nem mesmo a 

especificação ex ante do que seria inteligência artificial de alto risco, deixando tais 

definições para legislação, regulação ou autorregulação setorial posterior, a ser 

elaborada e implementada conforme o amadurecimento da tecnologia no Brasil e 

a identificação mais precisa dos riscos envolvidos em cada atividade ou 

aplicação. 

Para além da inspiração europeia, também tomamos como inspiração as 

recomendações por medidas de regulação setoriais e autorregulação lançadas 

nos Estados Unidos. Por lá pudemos observar a prevalência de uma disciplina 

descentralizada, isto é, marcada por intervenções contextualizadas e subsidiárias 

por diferentes órgãos da administração pública. Em outras palavras, não 

precisamos de um único órgão central para analisar todos os sistemas de 

inteligência artificial – de sistemas agrícolas a jurídicos. Mas sim de diretrizes e 
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princípios que indiquem aos diferentes órgãos da administração – e seu corpo 

técnico especializado – como aplicar suas normas e sanções no que tange a AI.  

Ao se considerar a dinâmica de evolução constante da tecnologia, a 

inovação e a diversidade de contextos para cada setor de aplicação, verifica-se 

que a autorregulação representa caminho mais adequado do que a mera 

imposição externa de normas pelo Estado – sobretudo quando se tem em vista os 

possíveis interesses convergentes entre Estado e setor privado, bem como o 

relativo consenso internacional quanto à conveniência de um regramento 

procedimental. A partir do modelo proposto, o Estado pode induzir a formação e 

reconhecer instituições de autorregulação de desenvolvimento responsável e 

ético da IA, bem como instituições de certificação que possam gerar confiança 

para o uso e crescimento saudável dessa tecnologia no Brasil. 

Por fim, deixamos destacado no texto da proposta o nosso compromisso 

com a promoção do desenvolvimento econômico sustentável e inclusivo, do bem-

estar da sociedade e da redução das desigualdades sociais e regionais. Assume-

se o compromisso com a capacitação e preparação das pessoas para a 

reestruturação do mercado de trabalho em razão da progressiva adoção de 

sistemas de inteligência artificial.  

Entende-se, assim, que o projeto de lei, na forma do Substitutivo, 

estabelece um verdadeiro marco regulatório inicial para organizar o 

desenvolvimento e a operação de sistemas de IA no Brasil, direcionando essas 

atividades para a promoção do bem-estar da sociedade brasileira, o 

desenvolvimento econômico inclusivo e sustentável, a redução das 

desigualdades, o aumento da competitividade do país e a melhorias dos serviços 

públicos e políticas públicas.  

Relativamente à compatibilidade e adequação financeira e orçamentária do 

projeto não há ressalvas a fazer, uma vez que a iniciativa apenas constitui 

diretrizes para a atuação da União, dos Estados, do Distrito Federal e dos 

Municípios em relação ao uso e fomento dos sistemas de inteligência artificial no 

Brasil, apenas delegando prerrogativas aos Estados e Municípios. 

Quanto à constitucionalidade do projeto, ressalto que sistemas de 

inteligência artificial são representações tecnológicas oriundas do campo da 
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informática e da ciência da computação, competindo privativamente à União 

legislar e normatizar a matéria para a promoção de uniformidade legal em todo o 

território nacional, na forma do disposto no art. 22, IV da Constituição Federal. Em 

relação à juridicidade da matéria, não há reparos a fazer.  

Os projetos sob exame obedecem, de modo geral, à boa técnica legislativa, 

sendo alguns ajustes necessários, o que se faz no substitutivo. 

 

II.1 - Conclusão do voto 

  

Ante o exposto, no âmbito da Comissão de Ciência e Tecnologia, 

Comunicação e Informática, somos pela aprovação dos Projetos de Lei nº 21, de 

2020, nº 240, de 2020, nº 4.120, de 2020, e nº 1.969, de 2021, na forma do 

substitutivo da Comissão de Ciência e Tecnologia, Comunicação e Informática, 

em anexo.  

No âmbito da Comissão de Trabalho, de Administração e Serviço Público, 

somos pela aprovação dos Projetos de Lei nº 21, de 2020, nº 240, de 2020, nº 

4.120, de 2020, e nº 1.969, de 2021, na forma do substitutivo da Comissão de 

Ciência e Tecnologia, Comunicação e Informática, em anexo.  

Na Comissão de Constituição e Justiça e de Cidadania, somos pela 

constitucionalidade, juridicidade e boa técnica legislativa dos Projetos de Lei nº 

21, de 2020, nº 240, de 2020, nº 4.120, de 2020, e nº 1.969, de 2021, e do 

substitutivo da Comissão de Ciência e Tecnologia, Comunicação e Informática. 

Sala das Sessões, em 28 de setembro de 2021 

 

Deputada LUÍSA CANZIANI 

Relatora  
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COMISSÃO DE CIÊNCIA E TECNOLOGIA, COMUNICAÇÃO E 
INFORMÁTICA. 

 

 

SUBSTITUTIVO AO PL Nº 21, de 2020 

Estabelece fundamentos, princípios e 
diretrizes para o desenvolvimento e 
aplicação da inteligência artificial no Brasil, e 
dá outras providências. 

 

O CONGRESSO NACIONAL decreta: 

Art. 1º Esta Lei estabelece fundamentos e princípios para o 

desenvolvimento e aplicação da inteligência artificial no Brasil e determina 

diretrizes para o fomento e a atuação do poder público em relação à matéria. 

Art. 2º Para os fins desta Lei, considera-se sistema de inteligência 

artificial o sistema baseado em processo computacional que, a partir de um 

conjunto de objetivos definidos por humanos, pode, por meio do processamento 

de dados e informações, aprender a perceber, interpretar e interagir com o 

ambiente externo, fazendo predições, recomendações, classificações ou 

decisões, e que utiliza técnicas como os seguintes exemplos, sem a eles se 

limitar: 

I – sistemas de aprendizagem de máquina (machine learning), 

incluindo aprendizagem supervisionada, não supervisionada e por reforço; 

II – sistemas baseados em conhecimento ou em lógica; 

III – abordagens estatísticas, inferência bayesiana, métodos de 

pesquisa e otimização. 

Parágrafo único. Esta lei não se aplica aos processos de 

automação exclusivamente orientados por parâmetros pré-definidos de 

programação que não incluam a capacidade do sistema de aprender a perceber, 

interpretar e interagir com o ambiente externo a partir das ações e das *C
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informações recebidas.  

Art. 3º A aplicação de inteligência artificial no Brasil tem por 

objetivo o desenvolvimento científico e tecnológico, bem como:  

I – a promoção do desenvolvimento econômico sustentável e 

inclusivo e do bem-estar da sociedade;  

II – o aumento da competitividade e da produtividade brasileira;  

III – a inserção competitiva do Brasil nas cadeias globais de 

valor;  

IV – a melhoria na prestação de serviços públicos e na 

implementação de políticas públicas; e 

V – a promoção da pesquisa e desenvolvimento com a finalidade 

de estimular a inovação nos setores produtivos. 

Art. 4º O desenvolvimento e a aplicação da inteligência artificial no 

Brasil têm como fundamentos: 

I – o desenvolvimento científico, tecnológico e a inovação;  

II – a livre iniciativa e a livre concorrência;  

III – o respeito à ética, aos direitos humanos e aos valores 

democráticos;  

IV – a livre manifestação de pensamento e da livre expressão da 

atividade intelectual, artística, científica e de comunicação. 

V – a não discriminação, a pluralidade, o respeito às 

diversidades regionais, a inclusão e o respeito aos direitos e garantias 

fundamentais do cidadão; 

VI – o reconhecimento de sua natureza digital, transversal e 

dinâmica;  

VII – o estímulo à autorregulação, mediante adoção de códigos de 

conduta e guias de boas práticas, observados os princípios previstos no art. 5º, e *C
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as boas práticas globais; 

VIII – a segurança, a privacidade e a proteção de dados pessoais;  

IX – a segurança da informação; 

X – o acesso à informação;  

XI – defesa nacional, segurança do Estado e soberania nacional; 

XII – a liberdade dos modelos de negócios, desde que não 

conflite com as disposições estabelecidas nesta Lei;  

XIII – a preservação da estabilidade, segurança, resiliência e 

funcionalidade dos sistemas de IA, por meio de medidas técnicas compatíveis 

com os padrões internacionais e pelo estímulo ao uso de boas práticas;  

XIV – a proteção da livre concorrência e contra práticas abusivas 

de mercado, na forma da Lei nº 12.529, de 30 de novembro de 2011; e 

XV – a harmonização com a Lei nº 13.709, de 14 de agosto de 

2018 (Lei Geral de Proteção de Dados), Lei nº 12.965, de 23 de abril de 2014 

(Marco Civil da Internet), Lei nº 12.529, de 30 de novembro de 2011 (Sistema 

Brasileiro de Defesa da Concorrência), Lei nº 8.078, de 11 de setembro de 1990 

(Código de Defesa do Consumidor) e Lei nº 12.527 de 18 de novembro de 2011 

(Lei de Acesso à Informação). 

Parágrafo único. Os códigos de conduta e guias de boas práticas 

previstos no inciso VII poderão servir como elemento indicativos de conformidade. 

Art. 5º São princípios para o desenvolvimento e aplicação da 

inteligência artificial no Brasil:  

I –      finalidade benéfica: os sistemas de inteligência artificial 

devem buscar resultados benéficos para a humanidade;  

II – centralidade do ser humano: respeito à dignidade humana, à 

privacidade, à proteção de dados pessoais e aos direitos fundamentais, quando o 

sistema tratar de questões relacionadas ao ser humano; 

*C
D2

12
91

42
03

00
0*Le

xE
di

t

Assinado eletronicamente pelo(a) Dep. Luisa Canziani
Para verificar a assinatura, acesse https://infoleg-autenticidade-assinatura.camara.leg.br/CD212914203000



III – não discriminação: mitigar a possibilidade de uso dos 

sistemas para fins discriminatórios ilícitos ou abusivos; 

IV – busca pela neutralidade: é recomendável que os agentes 

que atuam na cadeia de desenvolvimento e operação de sistemas de inteligência 

artificial busquem identificar e mitigar vieses contrários ao disposto na legislação 

vigente; 

V – transparência: salvo disposição legal em sentido contrário, e 

observados os segredos comercial e industrial, as pessoas têm direito a serem 

informadas de maneira clara, acessível e precisa sobre a utilização das soluções 

de inteligência artificial nas seguintes hipóteses:      

a) quando estão diretamente se comunicando com sistemas de 

inteligência artificial, tal como por meio de robôs de conversação para 

atendimento personalizado online (chatbot);      

b) sobre a identidade da pessoa natural, quando ela operar o 

sistema de maneira autônoma e individual, ou da pessoa jurídica responsável 

pela operação dos sistemas de inteligência artificial;  

c) sobre critérios gerais que orientam o funcionamento do sistema 

de inteligência artificial, assegurados os segredos comercial e industrial, sempre 

que houver potencial de risco relevante para os direitos fundamentais; 

VI – segurança e prevenção: utilização de medidas técnicas, 

organizacionais e administrativas, considerando a utilização de meios razoáveis e 

disponíveis na ocasião, compatíveis com melhores práticas, os padrões 

internacionais e viabilidade econômica, voltadas a permitir o gerenciamento e a 

mitigação de riscos oriundos da operação de sistemas de inteligência artificial 

durante todo o seu ciclo de vida e o seu contínuo funcionamento. 

VII – inovação responsável: os agentes que atuam na cadeia de 

desenvolvimento e operação de sistemas de inteligência artificial que estejam em 

uso, devem assegurar a adoção do disposto nesta Lei, documentando seu 

processo interno de gestão e responsabilizando-se, nos limites de sua respectiva 

participação, do contexto e das tecnologias disponíveis, pelos resultados do 
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funcionamento desses sistemas.  

VIII – disponibilidade de dados: o uso de dados, banco de dados e 

textos protegidos por direito de autor para fins de treinamento de sistemas de 

inteligência artificial não implica a violação destes direitos, desde que não impacte 

a exploração normal da obra por seu titular; 

Art. 6º Ao disciplinar a aplicação de inteligência artificial, o poder 

público deve observar as seguintes diretrizes: 

I – intervenção subsidiária: desenvolver regras específicas para 

os usos de sistemas de inteligência artificial apenas quando absolutamente 

necessário para a garantia do atendimento do disposto na legislação vigente; 

II – atuação setorial:  a atuação do poder público deverá ocorrer 

pelo órgão ou entidade competente, considerando o contexto e o arcabouço 

regulatório específicos de cada setor; 

III –  gestão baseada em risco: o desenvolvimento e uso dos 

sistemas de inteligência artificial deverão considerar os riscos concretos e as 

definições sobre a necessidade de regulação dos sistemas de inteligência artificial 

e sobre o respectivo grau de intervenção devem ser sempre proporcionais aos 

riscos concretos oferecidos por cada sistema e à probabilidade de ocorrência 

desses riscos, avaliados sempre em comparação com: 

a) os potenciais benefícios sociais e econômicos oferecidos por 

aquele sistema de inteligência artificial; e  

b) os riscos apresentados por sistemas similares que não 

envolvam inteligência artificial, nos termos do inciso V; 

IV – participação social e interdisciplinar: a adoção de normas que 

impactem o desenvolvimento e a operação de sistemas de inteligência artificial 

será baseada em evidências e precedida por consulta pública, realizada 

preferencialmente pela internet e com ampla divulgação prévia de modo a 

possibilitar a participação de todos os interessados e as diversas especialidades 

envolvidas.   
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V – análise de impacto regulatório: a adoção de normas que 

impactem o desenvolvimento e a operação de sistemas de inteligência artificial 

será precedida por análise de impacto regulatório, nos termos do Decreto n.º 

10.411, de 2020 e Lei n.º 13.874, de 2019; e 

VI – responsabilidade: normas sobre responsabilidade dos 

agentes que atuam na cadeia de desenvolvimento e operação de sistemas de 

inteligência artificial devem, salvo disposição legal em contrário, se pautar na 

responsabilidade subjetiva, levar em consideração a efetiva participação desses 

agentes, os danos específicos que se deseja evitar ou remediar, e como esses 

agentes podem demonstrar adequação às normas aplicáveis por meio de 

esforços razoáveis compatíveis com padrões internacionais e melhores práticas 

de mercado.       

§1º Na gestão com base em risco presente no inciso III acima, 

nos casos de baixo risco, a administração pública deve incentivar a inovação 

responsável com a utilização de técnicas regulatórias flexíveis. 

§2º Na gestão com base em risco presente no inciso III acima, 

nos casos concretos em que se constatar alto risco, a administração pública, 

poderá, no âmbito da sua competência, requerer informações sobre as medidas 

de segurança e prevenção enumeradas no inciso VI do artigo 5º, e respectivas 

salvaguardas, nos termos e limites de transparência estabelecidos por esta lei, 

observados os segredos comercial e industrial. 

§3º Quando a utilização do sistema de inteligência artificial 

envolver relações de consumo, o agente responde independente de culpa pela 

reparação dos danos causados aos consumidores, no limite de sua participação 

efetiva no evento danoso, observada a Lei nº 8.078 de 11 de setembro de 1990. 

§4º As pessoas jurídicas de direito público e as de direito privado 

prestadoras de serviços públicos responderão pelos danos que seus agentes, 

nessa qualidade, causarem a terceiros, assegurado o direito de regresso contra o 

responsável nos casos de dolo ou culpa. 

Art. 7º Constituem diretrizes para a atuação da União, dos 

Estados, do Distrito Federal e dos Municípios em relação ao uso e fomento dos *C
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sistemas de inteligência artificial no Brasil: 

I – promoção da confiança nas tecnologias de inteligência 

artificial, disseminando informações e conhecimento sobre seus usos éticos e 

responsáveis; 

II – incentivo a investimentos em pesquisa e desenvolvimento de 

inteligência artificial;  

III – promoção da interoperabilidade tecnológica dos sistemas de 

inteligência artificial utilizados pelo poder público, de modo a permitir o 

intercâmbio de informações e a celeridade de procedimentos;  

IV – incentivo ao desenvolvimento e adoção de sistemas de 

inteligência artificial nos setores público e privado; 

V – estímulo à capacitação e preparação das pessoas para a 

reestruturação do mercado de trabalho; 

VI –  estímulo a práticas pedagógicas inovadoras, com visão 

multidisciplinar, e a importância de ressignificação dos processos de formação de 

professores para lidar com os desafios decorrentes da inserção da inteligência 

artificial como ferramenta pedagógica em sala de aula; 

VII – estímulo à adoção de instrumentos regulatórios que 

promovam a inovação, como ambientes regulatórios experimentais (sandboxes 

regulatórios), análises de impacto regulatório e autorregulações setoriais; 

VIII – estímulo à criação de mecanismos de governança 

transparente e colaborativa, com a participação de representantes do poder 

público, do setor empresarial, da sociedade civil e da comunidade científica; e 

IX – promoção da cooperação internacional, estimulando o 

compartilhamento do conhecimento sobre sistemas de inteligência artificial e a 

negociação de tratados, acordos e padrões técnicos globais que facilitem a 

interoperabilidade entre os sistemas e a harmonização da legislação a esse 

respeito.  

Parágrafo Único. Para fins deste artigo, o Poder Público Federal *C
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promoverá a gestão estratégica e orientações quanto ao uso transparente e ético 

de sistemas de inteligência artificial no setor público, conforme as políticas 

públicas estratégicas para o setor. 

Art. 8º As diretrizes de que tratam os artigos 6º e 7º serão 

aplicadas conforme regulamentação do Poder Executivo Federal por órgãos e 

entidades setoriais com competência técnica na matéria, os quais deverão: 

I – monitorar a gestão do risco dos sistemas de inteligência 

artificial, no caso concreto, avaliando os riscos da aplicação e as medidas de 

mitigação em sua respectiva área de competência; 

II – estabelecer direitos, deveres e responsabilidades; e 

III – reconhecer instituições de autorregulação. 

Art. 9º Para os fins desta Lei, sistemas de inteligência artificial são 

representações tecnológicas oriundas do campo da informática e da ciência da 

computação, competindo privativamente à União legislar e normatizar a matéria 

para a promoção de uniformidade legal em todo o território nacional, na forma do 

disposto no art. 22, IV da Constituição Federal. 

Art. 10 Esta Lei entra em vigor noventa dias após a data de sua 

publicação. 

Sala das Sessões, em 28 de setembro de 2021 

 

Deputada LUÍSA CANZIANI 

Relatora 
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