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| - RELATORIO

O Projeto de Lei n° 21, de 2020, de autoria do ilustre Deputado Federal
Eduardo Bismarck, pretende delinear os principios, direitos, deveres e o0s
instrumentos de governanca para o uso da inteligéncia artificial — IA no Brasil,
bem como determinar as diretrizes para a atuacdo da Unido, dos Estados, do
Distrito Federal e dos Municipios, de pessoas fisicas e juridicas, de direito publico
ou privado, e de entes sem personalidade juridica no que se refere ao assunto.
Nesse sentido, o projeto € duplamente meritério.

A proposta em apreco define sistemas de inteligéncia artificial e delineia
direitos dos usuarios de tais sistemas, como a ciéncia da instituicdo que é
responsavel pelo sistema, o direito de acesso a informacdes claras e adequadas
a respeito dos critérios e dos procedimentos utilizados pelo sistema, entre outros.

Além disso, ha o estabelecimento de alguns fundamentos para o uso da
inteligéncia artificial no Brasil, tais como o desenvolvimento tecnolégico e a
inovacgao, a livre iniciativa, a livre concorréncia e o respeito aos direitos humanos
e aos valores democraticos. Também foram preceituados objetivos que visam, por
exemplo, a promocdo da pesquisa e do desenvolvimento de uma inteligéncia
artificial ética e livre de preconceitos e da competitividade e do aumento da
& produtividade brasileiros.
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Na sequéncia, a proposta legislativa em exame aduziu principios a serem
observados para o uso responsavel de inteligéncia artificial no Brasil. Dentre eles
podemos mencionar os da finalidade, da centralidade do ser humano e o da nao
discriminagéo.

Foram, outrossim, estabelecidas diretrizes para a atuacdo da Unido, dos
Estados, do Distrito Federal e dos Municipios em relagdo ao uso da inteligéncia
artificial, dentre elas a promogéo e incentivo a investimentos publicos e privados
em pesquisa e desenvolvimento de inteligéncia artificial, a promocdo de um
ambiente favoravel para a implantacdo dos sistemas de inteligéncia artificial e a
promocéao da interoperabilidade tecnoldgica dos sistemas de inteligéncia artificial.

Apensados ao PL n° 21/2020 de autoria do Dep. Eduardo Bismark estéo:
(1) o PL n° 240/2020 de autoria do Dep. Léo Moraes (PODE-RO) que “cria a Lei
da Inteligéncia Artificial, e da outras providéncias”; (2) o PL n° 4120/2020 de
autoria do Dep. Bosco Costa (PL-SE) que “disciplina o uso de algoritmos pelas
plataformas digitais na internet, assegurando transparéncia no uso das
ferramentas computacionais que possam induzir a tomada de decisdo ou atuar
sobre as preferéncias dos usuarios”; e por fim (3) o PL n° 1.969/2021 de autoria
do Dep. Gustavo Fruet (PDT-PR) que “dispbe sobre os principios, direitos e
obrigagdes na utilizagdo de sistemas de inteligéncia artificial”.

Em comum, todos os projetos reconhecem a necessidade de se criar um
ambiente seguro para 0s usuarios que exigem transparéncia, ética e respeito aos
direitos fundamentais; mas também para o poder publico, desenvolvedores e
setor produtivo poder inovar em um terreno mais solido, com a devida seguranca
juridica.

A matéria foi despachada as ComissGes de Ciéncia e Tecnologia,
Comunicacdo e Informatica, de Trabalho, de Administracdo e Servico Publico
para analise de mérito, conforme artigo 32 do Regimento Interno da Camara dos
Deputados. Ademais, a Comisséo de Constituicao e Justica e de Cidadania deve
se pronunciar quanto ao mérito e a constitucionalidade e juridicidade da matéria,
conforme o artigo 54, do RICD.

Foi aprovado requerimento de urgéncia, estando a matéria pronta para
apreciacdo em Plenario.

E o relatorio.
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I - VOTO DA RELATORA

Considero meritorio e oportuno o projeto ora examinado, tendo em vista
gue uma regulamentacdo cuidadosa e equilibrada da inteligéncia artificial pode

promover um ambiente melhor para todos.

Assumimos trés premissas fundamentais. A primeira delas diz quanto ao
contexto dinamico. A tecnologia esta em seu estagio inicial de desenvolvimento,
por isso ndo podemos abordar a questdo através de um conjunto de regras
estatico e que se adeque a todas as instancias. Devemos mitigar riscos sem
engessar a inovagdo e sem limitar o potencial da IA. Em outras palavras,
iniciativas de politicas publicas inteligentes vao minimizar os aspectos negativos e

amplificar os positivos.

Nossa segunda premissa € a da prudéncia. Embora a inteligéncia artificial
possa apresentar novos desafios do ponto de vista regulatério, ndo hi a
necessidade de se reinventar a roda. Padrdes internacionais podem servir como
bases soélidas para pensarmos o tema. Adicionalmente, precisamos observar os
marcos regulatorios ja disponiveis para fins de abordagens setoriais. Quem
melhor que a ANVISA para avaliar o uso de IA em medicamentos? Que o Banco
Central para tratar de questdes do mercado bancéario? Ou que a ANAC para tratar
de questbes relacionadas a aviacdo? Esses 0rgados ja possuem especialistas e
normas que disciplinam seus respectivos setores. O que precisamos, afinal, sdo
de diretrizes que indiguem quando e como estes reguladores setoriais podem e
devem intervir no que diz respeito a IA. Precisamos de diretrizes que impulsionem

a adocao da tecnologia, priorizem a autorregulacéo e estimulem as boas préaticas.

Nossa terceira e mais importante premissa nos obriga a buscar o melhor da
inteligéncia artificial para a humanidade. Precisamos que a tecnologia esteja
centrada no ser humano e se adeque aos direitos fundamentais. Que ela combata
fins discriminatérios, ilicitos ou abusivos; promova o aumento da competitividade
e da produtividade brasileira; estimule a melhoria na prestacédo de servigos
publicos. Mas, sobretudo, que esteja atenta a capacitacdo da mao de obra para

essa nova sociedade que ira nascer.

Adiante, apresentamos um substitutivo que busca conciliar os excelentes
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textos dos Srs. Deputados Eduardo Bismark, Léo Moraes, Bosco Costa e Gustavo
Fruet. Assumimos, antes de tudo, que a IA € uma tecnologia dindmica, diversa e
em constante evolugdo. Por isso, buscamos construir uma lei principioldgica, que
fomente o uso da tecnologia e tenha em mente que no centro desse debate estado
as pessoas.

Assim, de um lado, o projeto reconhece o carater estratégico da IA para o
futuro da sociedade brasileira e busca fomentar seu desenvolvimento no territério
nacional bem como sua adocé&o pelo poder publico, estabelecendo, entretanto, as
salvaguardas necessarias para 0 uso ético, responsavel e transparente desse
conjunto de tecnologias. De outro lado, coloca o Brasil na vanguarda do assunto,
com um potencial lider mundial nesse debate, lado a lado com 0s poucos paises

gue ja possuem alguma regulacao clara sobre o tema.

O texto original € diretamente inspirado nos conceitos e diretrizes
propostos na Recomendacdo sobre Inteligéncia Artificial da Organizacdo dos
Estados para o Desenvolvimento Econémico (OCDE). O documento da OCDE é
uma das principais referéncias internacionais sobre o assunto e ja foi formalmente
subscrito pelo Brasil, apesar do pais nao integrar ainda a OCDE. No entanto, por
se tratar de um documento de uma organizacdo internacional e apresentar

natureza principioldgica, seu texto é propositadamente mais aberto e vago.

Nesse sentido, 0 Substitutivo que ora se apresenta pretende manter os
objetivos e os méritos do texto original, atribuindo-lhe, contudo, um caréter
normativo mais concreto e enxuto. A tentativa € manter a intencdo original,
aperfeicoando o texto em nome de maior clareza e seguranga juridica na

aplicacao da futura lei.

Para tanto, a principal inspiracdo das modifica¢cdes ora sugeridas vem da
proposta em tramitacdo no Parlamento Europeu e no Conselho da Europa para
uma nova legislacéo europeia a respeito de IA. Prop0e-se aqui reeditar a parceria
bem-sucedida observada no campo da protecdo de dados pessoais, onde o
Regulamento Geral de Protecdo de Dados europeu (GDPR) serviu de inspiragao

para a elaboracao da nossa Lei Geral de Protecdo De Dados (LGPD).

Dito isso, dentre as modificacdes aqui sugeridas, duas merecem destaque,
nao apenas por aproveitar os avangos oriundos do debate europeu, mas também

por sua importancia para o texto.
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A primeira delas € a nova definicdo legal para "sistema de Inteligéncia
Artificial”. O texto original, influenciado pelo documento da OCDE, trazia uma
conceituagcdo muito aberta e abrangente, que poderia abarcar inclusive sistemas
computacionais menos sofisticados e que ndo possuem as caracteristicas tipicas
das tecnologias de IA. Propde-se, dessa forma, uma definicdo um pouco mais
detalhada e restrita que inclui, ainda, como no caso da proposta europeia, um rol
exemplificativo de algumas das técnicas computacionais que seriam
compreendidas como IA para fins da lei. Espera-se que, com isso, seja reduzida a

ambiguidade na aplicacéo da futura lei.

A segunda é uma preocupacdo - expressa no Art. 6° do Substitutivo

- em orientar a futura atividade regulatéria nesse campo, de modo a
nao inibir o desenvolvimento tecnolégico, mas resguardando os cidadaos
brasileiros de eventuais riscos. Como no surgimento de qualquer nova tecnologia,
a inseguranca e o desconhecimento sobre seu funcionamento e seus impactos
podem levar a excessos regulatérios que acabam desestimulando sua adocao e
impedindo a inovacdo. Como ocorre na minuta europeia, a proposta aqui €&
assegurar que qualquer regulacao acerca de sistemas de IA considere 0s riscos

efetivos e 0 contexto de sua operacéo, dentre outros aspectos fundamentais.

Diferentemente da proposta Europeia, porém, ndo se propdem limitacdes
ex ante a tipos de inteligéncia artificial (proibicbes absolutas), nem mesmo a
especificacado ex ante do que seria inteligéncia artificial de alto risco, deixando tais
definicbes para legislacédo, regulacdo ou autorregulacéo setorial posterior, a ser
elaborada e implementada conforme o amadurecimento da tecnologia no Brasil e
a identificacdo mais precisa dos riscos envolvidos em cada atividade ou

aplicacao.

Para além da inspiracdo europeia, também tomamos como inspiracdo as
recomendacdes por medidas de regulacdo setoriais e autorregulacdo lancadas
nos Estados Unidos. Por la pudemos observar a prevaléncia de uma disciplina
descentralizada, isto é, marcada por intervenc¢des contextualizadas e subsidiarias
por diferentes 6Orgdos da administracdo publica. Em outras palavras, nao
precisamos de um U(nico oOrgao central para analisar todos o0s sistemas de

inteligéncia artificial — de sistemas agricolas a juridicos. Mas sim de diretrizes e
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principios que indiquem aos diferentes 6rgaos da administracdo — e seu corpo

técnico especializado — como aplicar suas normas e san¢des no que tange a Al.

Ao se considerar a dinamica de evolucdo constante da tecnologia, a
inovacdo e a diversidade de contextos para cada setor de aplicacdo, verifica-se
gue a autorregulacdo representa caminho mais adequado do que a mera
imposi¢do externa de normas pelo Estado — sobretudo quando se tem em vista 0s
possiveis interesses convergentes entre Estado e setor privado, bem como o
relativo consenso internacional quanto a conveniéncia de um regramento
procedimental. A partir do modelo proposto, o Estado pode induzir a formacao e
reconhecer instituicdes de autorregulacdo de desenvolvimento responsavel e
ético da IA, bem como instituicdes de certificacdo que possam gerar confianca

para o uso e crescimento saudavel dessa tecnologia no Brasil.

Por fim, deixamos destacado no texto da proposta 0 Nn0SSO compromisso
com a promoc¢ao do desenvolvimento econémico sustentavel e inclusivo, do bem-
estar da sociedade e da reducao das desigualdades sociais e regionais. Assume-
se 0 compromisso com a capacitacdo e preparacdo das pessoas para a
reestruturacdo do mercado de trabalho em razdo da progressiva adocdo de

sistemas de inteligéncia artificial.

Entende-se, assim, que o projeto de lei, na forma do Substitutivo,
estabelece um verdadeiro marco regulatorio inicial para organizar o
desenvolvimento e a operacdo de sistemas de IA no Brasil, direcionando essas
atividades para a promocdo do bem-estar da sociedade brasileira, o
desenvolvimento econdmico inclusivo e sustentavel, a reducdo das
desigualdades, o aumento da competitividade do pais e a melhorias dos servicos

publicos e politicas publicas.

Relativamente a compatibilidade e adequacéo financeira e orcamentéaria do
projeto ndo h& ressalvas a fazer, uma vez que a iniciativa apenas constitui
diretrizes para a atuacdo da Unido, dos Estados, do Distrito Federal e dos
Municipios em relagcdo ao uso e fomento dos sistemas de inteligéncia artificial no

Brasil, apenas delegando prerrogativas aos Estados e Municipios.

Quanto a constitucionalidade do projeto, ressalto que sistemas de

inteligéncia artificial sdo representacdes tecnologicas oriundas do campo da
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informatica e da ciéncia da computacdo, competindo privativamente a Unidao
legislar e normatizar a matéria para a promocao de uniformidade legal em todo o
territdrio nacional, na forma do disposto no art. 22, IV da Constituicdo Federal. Em

relacdo a juridicidade da matéria, ndo ha reparos a fazer.

Os projetos sob exame obedecem, de modo geral, a boa técnica legislativa,

sendo alguns ajustes necessérios, o que se faz no substitutivo.

1.1 - Conclusao do voto

Ante o0 exposto, no ambito da Comissdo de Ciéncia e Tecnologia,
Comunicacéao e Informatica, somos pela aprovacédo dos Projetos de Lei n°® 21, de
2020, n° 240, de 2020, n° 4.120, de 2020, e n° 1.969, de 2021, na forma do
substitutivo da Comissédo de Ciéncia e Tecnologia, Comunicacao e Informética,

em anexo.

No ambito da Comisséo de Trabalho, de Administracdo e Servico Publico,
somos pela aprovacdo dos Projetos de Lei n°® 21, de 2020, n° 240, de 2020, n°
4.120, de 2020, e n°® 1.969, de 2021, na forma do substitutivo da Comisséo de

Ciéncia e Tecnologia, Comunicac¢édo e Informética, em anexo.

Na Comissdao de Constituicdo e Justica e de Cidadania, somos pela
constitucionalidade, juridicidade e boa técnica legislativa dos Projetos de Lei n°
21, de 2020, n°® 240, de 2020, n° 4.120, de 2020, e n°® 1.969, de 2021, e do
substitutivo da Comissao de Ciéncia e Tecnologia, Comunicacgéo e Informatica.

Sala das Sessodes, em 28 de setembro de 2021

Deputada LUISA CANZIANI
Relatora
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COMISSAO DE CIENCIA E TECNOLOGIA, COMUNICACAO E
INFORMATICA.

SUBSTITUTIVO AO PL N° 21, de 2020

Estabelece fundamentos, principios e
diretrizes para o0 desenvolvimento e
aplicacao da inteligéncia artificial no Brasil, e
da outras providéncias.

O CONGRESSO NACIONAL decreta:

Art. 1° Esta Lei estabelece fundamentos e principios para o
desenvolvimento e aplicacdo da inteligéncia artificial no Brasil e determina

diretrizes para o fomento e a atuacédo do poder publico em relagdo a matéria.

Art. 2° Para os fins desta Lei, considera-se sistema de inteligéncia
artificial o sistema baseado em processo computacional que, a partir de um
conjunto de objetivos definidos por humanos, pode, por meio do processamento
de dados e informacdes, aprender a perceber, interpretar e interagir com o
ambiente externo, fazendo predi¢cdes, recomendacbes, classificacdes ou
decisdes, e que utiliza técnicas como 0s seguintes exemplos, sem a eles se

limitar:

| — sistemas de aprendizagem de méquina (machine learning),

incluindo aprendizagem supervisionada, ndo supervisionada e por reforco;
Il — sistemas baseados em conhecimento ou em logica;

Il — abordagens estatisticas, inferéncia bayesiana, métodos de

pesquisa e otimizagéao.

Paragrafo (nico. Esta lei ndo se aplica aos processos de
automacao exclusivamente orientados por parametros pré-definidos de
programacao que néo incluam a capacidade do sistema de aprender a perceber,

interpretar e interagir com 0 ambiente externo a partir das acdes e das
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informacdes recebidas.

Art. 3° A aplicacdo de inteligéncia artificial no Brasil tem por

objetivo o desenvolvimento cientifico e tecnoldgico, bem como:

| — a promocgédo do desenvolvimento econdmico sustentavel e

inclusivo e do bem-estar da sociedade;
Il — o aumento da competitividade e da produtividade brasileira;

Il — a inser¢do competitiva do Brasil nas cadeias globais de

valor;

IV— a melhoria na prestacdo de servicos publicos e na
implementacéo de politicas publicas; e

V — apromogédo da pesquisa e desenvolvimento com a finalidade

de estimular a inovacao nos setores produtivos.

Art. 4° O desenvolvimento e a aplicacdo da inteligéncia artificial no

Brasil ttm como fundamentos:
| — o desenvolvimento cientifico, tecnoldgico e a inovacao;
Il — a livre iniciativa e a livre concorréncia;

Il — o respeito a ética, aos direitos humanos e aos valores

democraticos;

IV — a livre manifestacdo de pensamento e da livre expressao da

atividade intelectual, artistica, cientifica e de comunicacao.

V - a nao discriminacdo, a pluralidade, o respeito as
diversidades regionais, a inclusdo e o0 respeito aos direitos e garantias
fundamentais do cidadao;

VI — o reconhecimento de sua natureza digital, transversal e
dinamica;
VIl — o estimulo a autorregulacdo, mediante adocéo de cadigos de

conduta e guias de boas praticas, observados 0s principios previstos no art. 5°, e
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as boas praticas globais;
VIIl — a seguranca, a privacidade e a protecdo de dados pessoais;
IX — a seguranca da informacéao;
X — 0 acesso a informacéo;
Xl — defesa nacional, seguranca do Estado e soberania nacional;

Xl — a liberdade dos modelos de negoécios, desde que nao

conflite com as disposicdes estabelecidas nesta Lei;

Xlll— a preservacdo da estabilidade, seguranca, resiliéncia e
funcionalidade dos sistemas de IA, por meio de medidas técnicas compativeis

com os padrdes internacionais e pelo estimulo ao uso de boas praticas;

XIV — a protecdo da livre concorréncia e contra praticas abusivas
de mercado, na forma da Lei n°® 12.529, de 30 de novembro de 2011; e

XV — a harmonizagdo com a Lei n°® 13.709, de 14 de agosto de
2018 (Lei Geral de Protecdo de Dados), Lei n° 12.965, de 23 de abril de 2014
(Marco Civil da Internet), Lei n® 12.529, de 30 de novembro de 2011 (Sistema
Brasileiro de Defesa da Concorréncia), Lei n° 8.078, de 11 de setembro de 1990
(Codigo de Defesa do Consumidor) e Lei n® 12.527 de 18 de novembro de 2011
(Lei de Acesso a Informacao).

Paragrafo Unico. Os cddigos de conduta e guias de boas préticas

previstos no inciso VIl poderao servir como elemento indicativos de conformidade.

Art. 5° S8o principios para o desenvolvimento e aplicacdo da

inteligéncia artificial no Brasil:

| — finalidade benéfica: os sistemas de inteligéncia artificial

devem buscar resultados benéficos para a humanidade;

Il — centralidade do ser humano: respeito a dignidade humana, a
privacidade, a protecao de dados pessoais e aos direitos fundamentais, quando o

sistema tratar de questdes relacionadas ao ser humano;
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Il — néo discriminacdo: mitigar a possibilidade de uso dos

sistemas para fins discriminatorios ilicitos ou abusivos;

7

IV — busca pela neutralidade: é recomendavel que os agentes
gue atuam na cadeia de desenvolvimento e operacao de sistemas de inteligéncia
artificial busquem identificar e mitigar vieses contrarios ao disposto na legislacao

vigente;

V — transparéncia: salvo disposicéo legal em sentido contrario, e
observados os segredos comercial e industrial, as pessoas tém direito a serem
informadas de maneira clara, acessivel e precisa sobre a utilizacdo das solugbes

de inteligéncia artificial nas seguintes hipoteses:

a) quando estdo diretamente se comunicando com sistemas de
inteligéncia artificial, tal como por meio de robds de conversacdo para

atendimento personalizado online (chatbot);

b) sobre a identidade da pessoa natural, quando ela operar o
sistema de maneira autbnoma e individual, ou da pessoa juridica responséavel

pela operacao dos sistemas de inteligéncia artificial;

C) sobre critérios gerais que orientam o funcionamento do sistema
de inteligéncia artificial, assegurados os segredos comercial e industrial, sempre

gue houver potencial de risco relevante para os direitos fundamentais;

VI — seguranca e prevencao: utilizacdo de medidas técnicas,
organizacionais e administrativas, considerando a utilizacdo de meios razoaveis e
disponiveis na ocasido, compativeis com melhores préaticas, os padrdes
internacionais e viabilidade econdémica, voltadas a permitir o gerenciamento e a
mitigacdo de riscos oriundos da operacdo de sistemas de inteligéncia artificial

durante todo o seu ciclo de vida e o0 seu continuo funcionamento.

VII — inovagdo responsavel: os agentes que atuam na cadeia de
desenvolvimento e operacdo de sistemas de inteligéncia artificial que estejam em
uso, devem assegurar a adocdo do disposto nesta Lei, documentando seu
processo interno de gestéo e responsabilizando-se, nos limites de sua respectiva

participacdo, do contexto e das tecnologias disponiveis, pelos resultados do
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funcionamento desses sistemas.

VIII — disponibilidade de dados: o uso de dados, banco de dados e
textos protegidos por direito de autor para fins de treinamento de sistemas de
inteligéncia artificial ndo implica a violagéo destes direitos, desde que nao impacte

a exploracédo normal da obra por seu titular;

Art. 6° Ao disciplinar a aplicacdo de inteligéncia artificial, o poder

publico deve observar as seguintes diretrizes:

| — intervencao subsidiaria: desenvolver regras especificas para
0s usos de sistemas de inteligéncia artificial apenas quando absolutamente

necessario para a garantia do atendimento do disposto na legislacéo vigente;

Il — atuacdo setorial: a atuacdo do poder publico devera ocorrer
pelo 6rgdo ou entidade competente, considerando o contexto e o arcabougo

regulatorio especificos de cada setor;

Il — gestédo baseada em risco: o desenvolvimento e uso dos
sistemas de inteligéncia artificial deverdo considerar os riscos concretos e as
definicbes sobre a necessidade de regulacéo dos sistemas de inteligéncia artificial
e sobre o respectivo grau de intervencdo devem ser sempre proporcionais aos
riscos concretos oferecidos por cada sistema e a probabilidade de ocorréncia

desses riscos, avaliados sempre em comparagao com:

a) os potenciais beneficios sociais e econdmicos oferecidos por

aguele sistema de inteligéncia artificial; e

b) os riscos apresentados por sistemas similares que né&o

envolvam inteligéncia artificial, nos termos do inciso V;

IV — participacao social e interdisciplinar: a adocdo de normas que
impactem o desenvolvimento e a operacdo de sistemas de inteligéncia artificial
sera baseada em evidéncias e precedida por consulta publica, realizada
preferencialmente pela internet e com ampla divulgacdo prévia de modo a
possibilitar a participacdo de todos os interessados e as diversas especialidades

envolvidas.
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V — analise de impacto regulatério: a adocdo de normas que
impactem o desenvolvimento e a operacdo de sistemas de inteligéncia artificial
sera precedida por andlise de impacto regulatorio, nos termos do Decreto n.°
10.411, de 2020 e Lei n.° 13.874, de 2019; e

VI — responsabilidade: normas sobre responsabilidade dos
agentes que atuam na cadeia de desenvolvimento e operacdo de sistemas de
inteligéncia artificial devem, salvo disposi¢cdo legal em contrario, se pautar na
responsabilidade subjetiva, levar em consideracao a efetiva participacdo desses
agentes, os danos especificos que se deseja evitar ou remediar, € COmo esses
agentes podem demonstrar adequacdo as normas aplicaveis por meio de
esforcos razodveis compativeis com padrdes internacionais e melhores praticas

de mercado.

81° Na gestdo com base em risco presente no inciso Il acima,
nos casos de baixo risco, a administracdo publica deve incentivar a inovacao

responsavel com a utilizacdo de técnicas regulatérias flexiveis.

82° Na gestdo com base em risco presente no inciso Il acima,
Nnos casos concretos em que se constatar alto risco, a administracdo publica,
podera, no ambito da sua competéncia, requerer informacdes sobre as medidas
de seguranca e prevencdo enumeradas no inciso VI do artigo 5°, e respectivas
salvaguardas, nos termos e limites de transparéncia estabelecidos por esta lei,

observados os segredos comercial e industrial.

83° Quando a utilizacdo do sistema de inteligéncia artificial
envolver relacbes de consumo, o agente responde independente de culpa pela
reparacao dos danos causados aos consumidores, no limite de sua participacao
efetiva no evento danoso, observada a Lei n° 8.078 de 11 de setembro de 1990.

84° As pessoas juridicas de direito publico e as de direito privado
prestadoras de servicos publicos responderdo pelos danos que seus agentes,
nessa qualidade, causarem a terceiros, assegurado o direito de regresso contra o

responsavel nos casos de dolo ou culpa.

Art. 7° Constituem diretrizes para a atuagdo da Unido, dos

Estados, do Distrito Federal e dos Municipios em relacdo ao uso e fomento dos
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sistemas de inteligéncia artificial no Brasil:

I — promocdo da confianca nas tecnologias de inteligéncia
artificial, disseminando informagfes e conhecimento sobre seus usos éticos e

responsaveis;

Il — incentivo a investimentos em pesquisa e desenvolvimento de

inteligéncia artificial;

[l — promocao da interoperabilidade tecnoldgica dos sistemas de
inteligéncia artificial utilizados pelo poder publico, de modo a permitir o

intercambio de informacdes e a celeridade de procedimentos;

IV — incentivo ao desenvolvimento e adocdo de sistemas de

inteligéncia artificial nos setores publico e privado;

V — estimulo a capacitacdo e preparacdo das pessoas para a

reestruturacao do mercado de trabalho;

VI — estimulo a praticas pedagdgicas inovadoras, com Visdo
multidisciplinar, e a importancia de ressignificacdo dos processos de formagéo de
professores para lidar com os desafios decorrentes da insercdo da inteligéncia

artificial como ferramenta pedagogica em sala de aula;

VIl — estimulo a adocdo de instrumentos regulatérios que
promovam a inovag¢do, como ambientes regulatérios experimentais (sandboxes

regulatérios), analises de impacto regulatério e autorregulacdes setoriais;

VIII — estimulo a criacdo de mecanismos de governanca
transparente e colaborativa, com a participacdo de representantes do poder

publico, do setor empresarial, da sociedade civil e da comunidade cientifica; e

IX — promocdo da cooperacdo internacional, estimulando o
compartilhamento do conhecimento sobre sistemas de inteligéncia artificial e a
negociacdo de tratados, acordos e padrfes técnicos globais que facilitem a
interoperabilidade entre os sistemas e a harmonizacdo da legislacdo a esse

respeito.
Paragrafo Unico. Para fins deste artigo, o Poder Publico Federal
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promovera a gestao estratégica e orientagdes quanto ao uso transparente e ético
de sistemas de inteligéncia artificial no setor publico, conforme as politicas

publicas estratégicas para o setor.

Art. 8° As diretrizes de que tratam os artigos 6° e 7° seréo
aplicadas conforme regulamentacdo do Poder Executivo Federal por érgdos e

entidades setoriais com competéncia técnica na matéria, os quais deverao:

| —monitorar a gestdo do risco dos sistemas de inteligéncia
artificial, no caso concreto, avaliando os riscos da aplicacdo e as medidas de

mitigacdo em sua respectiva area de competéncia;
Il — estabelecer direitos, deveres e responsabilidades; e
[l — reconhecer instituicbes de autorregulacao.

Art. 9° Para os fins desta Lei, sistemas de inteligéncia artificial sdo
representacdes tecnoldgicas oriundas do campo da informética e da ciéncia da
computacdo, competindo privativamente a Unido legislar e normatizar a matéria
para a promocédo de uniformidade legal em todo o territério nacional, na forma do

disposto no art. 22, IV da Constituicdo Federal.

Art. 10 Esta Lei entra em vigor noventa dias apds a data de sua

publicacéo.

Sala das Sessodes, em 28 de setembro de 2021

Deputada LUISA CANZIANI
Relatora
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